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"~ A standard set set of axioms for the R, -valued Lukasiewicz propositional logic
is the following.

Al. pDgDp.
A2. D@D @oDNDpoOn
A3. pVgDgV p

Ad D9V (gDp).
A5 (~pD ~g) DgDp

Here we use PV Q as the abbreviation of (PoQ)DQ. We assosiate to the right,
and use the convention that O binds less strongly than the other connectives. The
rules of inference are modus ponens, that is, if P and P>Q, then Q, and the rule of
substitution for propositional variables. If a formula contains no connective other
than O, it is called a C formula. A theorem is a formula which is derivable from
Al-A5. A C theorem is a C formula which is derivable from Al-A4. Since no pri-
mitive logical connective exists other than O and ~, the separation theorem is the
following. »

Separation theorem: For any C formula P, if P is a theorem, then P is a C

theorem.

Meredith [3] and Chang [2] have shown that A4 is derivable from the rest. But
we will show in §1 A4 is not derivable without using A5, that is, the subsystem Al-
A3, A5 is not separable. This gives a negative answer to the question by Rose and
Rosser (cf. [4] p13). Next, we will show the separation theorem of the full system.

§1. Non separability of the subsystem

Consider the following Hasse diagram. We define the function —s on {1, a, b, ¢}
as follows :

(1)
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1 for any x, 1l > = =z,
if <y, then x =y =1,
a a—b=a—c=b—oc=cob=a
) . 1 is the only designated value. We regard this algebra as a
model. Then, we can easily shown that if P and P> Q are
valid, then Q is valid, and that A1-A3 are valid. In the axiom A4, we assign b and
¢ for p and g respectively. We have that the value is @ and A4 is not valid. Hence,

A4 is not derivable from A1l-A3.

§ 2. C algebras

A C algebra is an algebra <A; 1, —»> which satisfies the following axioms, where
A is a non empty set and 1 and — are 0-ary and 2-ary functions on A respectively.
2.1 1l->zx==x
2.2 z—oy—oax=1
2.3 (z—=y)—>(y—2)—zx—z=1
2.4 zUy=yU=x
2.5 (z—y)U(y—2x)=L
We abbreviate (xz—3)—y by x Uy. We use the same convention as before.
We say simply that A is a C algebra, when <A; 1, »> isa Calgebra. We denote
z—y=1 by x=y. Then, we can verify without 2. 5 the following :
2.6 =1
7 xZx -
8 x§yandy£zéx§z
9 z<yandysz=>zxz=y
10 zx—>y—oz=y—>x—%
llezgzUyandy =<z Uy
12zxz<zand yEz=: zUy==%

By—sz=5(x—y)—mx—2

We define the notation (z—)y (=0, 1,2, --) as (x—)" y=y and (a—)y*tly=a—(x—).
Then, by 2.13 we have
m
2. 14 y— (=2 £ (x—)ry — (x =)z
By 2.6-2.9, the relation < is an order relation with the largest element 1. By
211 and 2.12, xUy=sup («, y). But if we change 2.4 for zUy—yUx=1, the relation
< becomes no more than a pseudo-order. )

Theorem 2. 1. Let A be a C algebra with a smallest element 0. Then, for any
elment x, v of A,
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(2=0)—-y—-0=y—>u=

Proof By 2.1 and 0— y=1, when we substitute 0 for x in 2.4, we have (¥) y=
(y—=0)—0. In 2.3, we substitute 0 for 2. Then we have z—y < (y—0)— z— 0.
In this, we substitute x— 0 and y — 0 for x and v, respectively.  Then by (*) we have
(x-0)—>y—->0=Zy—> Q.E.D.

The above theorem can be verified without 2.5. By the result of [3] and [2],
this means that if an algebra satisfies 2.1-2.4 and has a smallest element, then it
satisfies 2.5. Therefore, the algebra in §1 has no smallest element.

Definition 2. 2. Let A be a C algebra. A non-empty subset J of A is a filter
of A if it satisfies the following two conditions:
D 1eJ
2) zeJand x>y J=ye J.

Definition 2. 3. Let A be a C algebra and J be a filter of A. We define a rela-
tion ~; on A as follows :

x~yyeEe=r—-yeJand y— x> J.
We can easily the following theorems.

Theerem 2. 4. For any C algebra and any filter J of A, the relation ~; is a con-
gruence relation and A|~; is naturally a C algebra. (A|~; is denoted by AlJ.)

Theorem 2. 5. (Homomorphism Theorem) Let A and B be C algebras, and 0: A—
B be a homomorphism of A onto B. Then J=¢~'(1s) is a filter of A, and AlJ is iso-
morphic to B, where the isomorpism is given by [a]— ¢(a) (a € A). ([a] is the element
of AlJ which contains a.)

We now define the term ‘irreducible’ which is called ‘subdirectly irreducible’ in
Birkhoff [1]. |

Definition 2. 6. Let A be a C algebra, = be an element of A other than 1. A
is irreducible with respect to x if x is contained within any filter of A which contains
at least an element other than 1. A is irreducible, if there exists an element such
thet A is irreducible with respect to the element or A has only one element 1.

Lemma 2. 7. If J is a filter generated by x, then
J={y|(x =)y = 1 for some non-negative integer m}.
Proof Let K be the right hand side in the above identity. Clearly, J 2 K.

Suppose that (z—)u—v)=1 and (z—)u=1. By 2.14, (z -»y*" v = (x — " u — (x— ptmoy
Zu— (z—)" v=_2—)" (u—v)=1. Hence, (x — y**my=1. Therefore, KoJ. Q.E.D.
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Lemma 2. 8. For any non-negative integer n, (x— Y'y=1 and z Uy=1 = y = 1.

Proof If »=0, clearly y=1. Suppose that (x— y**'y=1 and xzUy=1. Then,
(z— rHy=x— (x— y=1land l=2Uy=zU(x — y=(x— I*'y—> (x— )*y. Hence, we
have (x — *y=1 and y=1 by the inductive hypothesis. QE.D.

By Lemma 2.7 and Lemma 2.8, we have the following lemma.

Lemma 2. 9. If xUy=1 and y+1, then the filter generated by x does not contain y.
Theorem 2. 10. Any irreducible C algebra is linearly ordered.

Proof Clearly, the fheorem holds when the C algebra has only one element. Lt
A be irreducible with respect to 2. First, we show that z is comparable with an&
element. Let x be an element which is not comparable with 2. Then, x—z# 1
and z—>x# 1. By 25, (x— 2)U(zg— x)=1. By Lemma 2.9, the filter generated by
z— z does not contain x — 2. Hence, this filter does not contain % This is con-
tradictory to that A is irreducible with respect to z.

Since for any element x such that =2 A is irreducible with respect to z,
A, = {x|x =z} is a linearly ordered set. Hence, if xUy=1, then =1 or y=1 for
any z, v € A. Therefore, by 2.5 we have that A is linearly ordered. Q.E.D.

In a linearly ordered and finitely genetated C algebra A, if « is the smallest
generator, a is the smallest element of A. Hence, we have the following theorem.

1
Theorem 2. 1,9/ Any irreducible and finitely generated C algebra is linearly ordered
and has a smallest element.

§3. CN algebras

A CN algebra is an algebra (A4; 1, —, —) which satisfies the following axiom,
where (A; 1, —}) is a C algebra and — is a l-ary function on A.

31 wxz—-»—y=Zy—a

We define the relation <, filters and etc. similar to C algebras. We can easily
verify the following:

3.2 =1-y=1
3.3 yo—=1=—=y.

By 3.2, 3.3 and Theorem 2.1, we have the following theorem.

Theorem 3. 1. A CN algebra is a C algebra with a smallest element 0, and a
Junction — defined by —~ x=x—0. Conversely, any such C algebra is a CN algebra.
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§4. The separation theorem

Let A be a C algebra (or CN algebra) and P be a C formula (or formula). If
f(P)=1 for any assignment of A, we say that Pis validin A. Let Pbe a C formula
and not a C theorem. Let n be the number of different propositional variables ap-
pearing in P. Then, there exists a n-generated C algebra A (for example n-generated
Lindenbaum algebra) such that P is not valid in A. Let f be an assingment of A
such that f£(P)+#1. Let J be a filter not containing f(P) such that for any filter
K22 J f(P)eK. By Zorn’s lemma, such a filter exists. Then, we can show that
A/lJ is an irreducible and n-generated C algebra and P is not valid in A/J. Since
A/J is linearly ordered and has a smallest element, by Theorem 3.1 we can regard
AlJ as a CN algebra. Generally, if A is a CN algebra and P is not valid in A, then
P is not a theorem. Hence, P is not a theorem. Thus the proof is completed.

Recently, the author has known the result by Rose [5] (known only from [6]).
His result is essentially equivalent to the separation theorem.
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